
From Framing to False Premises: A 
Two-Axis View of Robust LLM Reasoning

Nafise Sadat Moosavi

School of Computer Science



On the Rise: Reasoning in CS



Reasoning is Everywhere!



Robustness in Reasoning

● Invariance & Perturbation Robustness

○ Same meaning same answer?
○ framing/paraphrase/order/position, adversarial/noisy edits, distractors, counterfactual tweaks 

that preserve truth

❌ Invariance violations



Robustness in Reasoning

● Invariance & Perturbation Robustness

● Premise Integrity

○ Rejecting invalid and false assumptions?
○ False premises, unanswerable QA, presuppositions, fact-verification
❌ Premise acceptance errors



Robustness in Reasoning

● Invariance & Perturbation Robustness

● Premise Integrity

● Evaluation Pipeline Robustness

○ Are conclusions stable and faithful to the model’s output?
○ CoT vs no-CoT, extraction prompts, self-consistency voting, model-as-judge effects
❌ Measurement artifacts



Our Contribution

● Invariance & Perturbation Robustness

○ MathComp: surfacing a hidden, systematic weakness (framing → directional drift)

● Premise Integrity
○ MultiHoax: pushing robustness into deeper multi-hop settings (beyond single-step premise 

checks)

● Evaluation Pipeline Robustness



MultiHoax: A Dataset of Multi-hop 
False-premise Questions

Mohammadamin Shafiei Hamidreza Saffari



False Premise Questions

Example is taken from Won’t Get Fooled Again: Answering Questions with False Premises (Hu et al., ACL 2023) 

https://aclanthology.org/2023.acl-long.309/


False Premise Questions

Example is taken from Won’t Get Fooled Again: Answering Questions with False Premises (Hu et al., ACL 2023) 

https://aclanthology.org/2023.acl-long.309/


Multi-hop False Premise Questions



Multi-hop False Premise Questions

Gemini-2.0-pro:      ❌ Komeil Ghasemi
GPT-40:                 ❌ Komeil Ghasemi
Qwen2.5-7B:          ❌ Komeil Ghasemi
Deepseek-7B:        ❌ Ghasem Rezaei
Llama-3.1-8B:        ❌ Hassan Yazdani



MultiHoax

✓ Question
- Which Iranian wrestler won gold in the Men’s freestyle 125 kg at the first Olympics when Zahra 

Nemati was the flag bearer?

- 700 questions

✓ Wikipedia Grounding



MultiHoax

✓ Question
- Which Iranian wrestler won gold in the Men’s freestyle 125 kg at the first Olympics when Zahra 

Nemati was the flag bearer?

✓ Country

- China, France, Germany, Iran

- Italy, the United Kingdom, United States



MultiHoax

✓ Question
- Which Iranian wrestler won gold in the Men’s freestyle 125 kg at the first Olympics when Zahra 

Nemati was the flag bearer?

✓ Country

- China, France, Germany, Iran

- Italy, the United Kingdom, United States

✓ Domain

- Food, sports, geography, education, history, entertainment,

- Religion, science & technology, arts & literature, holidays & leisure



MultiHoax

✓ Question
- Which Iranian wrestler won gold in the Men’s freestyle 125 kg at the first Olympics when Zahra 

Nemati was the flag bearer?

✓ Multi-Hop Reasoning Type

A Survey on Multi-hop Question Answering and 
Generation (Mavi et. al., 2022)

✅
✅
✅
✅
✅

https://arxiv.org/pdf/2204.09140
https://arxiv.org/pdf/2204.09140


MultiHoax

✓ Question
- Which Iranian wrestler won gold in the Men’s freestyle 125 kg at the first Olympics when Zahra 

Nemati was the flag bearer?

✓ Multi-Hop Reasoning Type



MultiHoax

✓ Question
- Which Iranian wrestler won gold in the Men’s freestyle 125 kg at the first Olympics when Zahra 

Nemati was the flag bearer?

✓ Multi-Hop Reasoning Type



MultiHoax

✓ Answer Choices



MultiHoax

✓ Answer Choices

Random position



MultiHoax

✓ Question
- Which Iranian wrestler won gold in the Men’s freestyle 125 kg at the first Olympics when Zahra 

Nemati was the flag bearer?

✓ False Premise Explanation

- No Iranian wrestler won gold in the Men's freestyle 125 kg at the 2016 Rio Olympics. The only 
Iranian wrestler won gold in the Men's freestyle at the 2016 Rio Olympics, was Hassan 
Yazdani in 74 kg.



Data Creation



MultiHoax

Wikipedia page collection (15 
per country-category)

Fact Extraction
15 facts per doc

Candidate MHFPQ 
generation

Expert curation & 
Editing

Secondary 
Verification



Candidate MHFPQ Generation Prompt

Objective

Generate a multi-hop false-premise question (MHFPQ): a question that appears 
reasonable but contains a globally false assumption. The goal is to test whether 
models can detect & reject it.

Inputs provided to the LLM

● Country + category (e.g., Iran, Sports)
● Wikipedia snippets: ~15 factual statements per page (with page titles/links)
● Target question type: one of named-entity, temporal, geographical, 

intersection, comparison



Candidate MHFPQ Generation Prompt

Instructions given

● Compose a multi-hop question using ≥2 facts.
● Ensure each hop is individually true, but together they imply a false global 

premise.
● Do not simply write a true question and flip an entity/date (that would be trivial).
● Write in natural language, concise and fluent.
● Produce multiple-choice answers: one plausible “correct” option, several 

distractors, and always an “I do not know” choice.
● Explain why the premise is false and cite the Wikipedia pages that contradict it.
● Mark the question type (NE / temporal / geo / intersection / comparison).

Expected output fields



Candidate MHFPQ Generation Prompt

3

2



Expert Curation & Editing

✓ Verifying the generated MHFPQs
○ At least one universally false piece of information
○ Multihop
○ Grounded in the corresponding document
○ Overall the question is not answerable given the global facts and the document
○ The explanation is valid and contextually relevant
○ The answer choices are plausible, and highly relevant 

✓ Editing the possible-to-correct cases
✓ Discarding the inaccurate MHFPQs
✓ Selecting 10 MHFPQs per category-country



Secondary False Information Verification

✓ Separate set of verifiers
✓ Evaluating MHFPQs against the Wikipedia pages

✓ There is false information

- There is no false information

- I cannot tell based on the provided information

Revise and re-verify



Evaluation



Evaluation Prompt

✓ Multichoice QA
[QUESTION]:

1. [OPTION 1] | 2. [OPTION 2] | 3. [OPTION 3] | 4. [OPTION 4]

Please only provide the answer index.

✓ Justification verification
If you choose “I do not know”, please also indicate why:

1. You were uncertain about the question and did not have enough knowledge to answer.

2. You thought the question was wrong and contained false information.



Evaluation



Evaluation: Category-based



Evaluation: Country-based



Evaluation: Country-based



Evaluation: Reasoning-based



Conclusion — MultiHoax

✓ Beyond “correctness”
○ Reasoning is not just about the right answer
○ Catching when the question itself is flawed
○ MultiHoax provides a systematic stress test

✓ Systematically harder
○ Detecting false premises is tougher than solving multi-hop Qs
○ Models consistently underperform across settings

✓ Robustness gaps cut across dimensions

○ Failures appear across countries, domains, and reasoning types



Conclusion — MultiHoax

✓ Multi-faceted evaluation
○ Systematic testing of reasoning under false premises across domains, countries, and 

reasoning types

✓ Rich annotation for deeper insight
○ Human-written explanation of the false premise, an underexplored signal 



Robust reasoning isnʼt just about getting it right once

● First axis: Can models reject bad assumptions
● But even when the premise is sound 

○ How the question is framed can still steer the model’s reasoning

➡ Robust reasoning must resist both bad inputs and biased framings



We know framing matters… but mostly in social contexts

● LLM outputs shift with
○ Sentiment framing (“good” vs “bad”)
○ Stereotype cues (gender, ethnicity, identity)
○ Persona priming (“as a doctor” vs “as a student”)

● Wording can sway social judgments

Could framing also sway mathematical or logical reasoning?



The Second Axis: Framing Effects

✓ Logically equivalent phrasings should yield the same conclusion

○ “Is A more than B?” ≡ “Is B less than A?”

○ Logically identical

➡ True reasoning should operate on relations, not words



More or Less Wrong: 
A Benchmark for Directional Bias in LLM 

Comparative Reasoning

Mohammadamin Shafiei Hamidreza Saffari



MathComp



MathComp

300 base comparative math



MathComp  —  Quantities

Standard Arabic 
numbers, verbal 
numeric expressions



MathComp — Task Categories



MathComp — Demographic Markers 

Enabling social bias and 
fairness evaluation



MathComp  —  Prompt Framing Variants



MathComp  —  Prompt Framing Variants



MathComp  —  Prompt Framing Variants

Double-cued



MathComp  —  Prompt Framing Variants

Position variance

beginning vs end

14 framing variations in total



MathComp —  Evaluation

number of times the model predicts label y
when the true label is not y

number of test instances where the true 
label is not y



MathComp —  Evaluation

DirrErr(less)=1 → model always predicts “less” where “less” is not correct

DirrErr(less)=0 → model never predicts “less” where “less” is not correct



Results



Directional Bias in Model Errors: Tendency Toward 'More'



Double cues amplify bias — sometimes by reinforcement, 
sometimes by contrast



Directional bias does not necessarily shrink with scale



Beginning vs End



Demographic Identity and Directional Drift

[Person A] ➡ a person
[Person B] ➡ a woman, an Asian person, etc



Directional bias is amplified by demographic identity cues



Zooming In: Bias by Framing, Identity, and Domain



What MathComp shows us

✓ Comparative reasoning is fragile
○ logically equivalent forms (more vs less, equal vs different) shouldn’t matter, but they do

✓ Bias isn’t random noise: it is systematic and directional

✓ Both cue reinforcement and cue contrast amplify bias 

✓ Scale ≠ robustness

✓ Position matters

✓ Identity/domain interact

➡ Bias is multi-factorial



Why this matters

✓ Comparative judgment is an important component in decision-making

✓ Current evaluations mostly track correctness

✓ These failures cut across math, demographics, and framing



Our Contribution — Two Axes of Robustness

✓ Axis 1: Framing Invariance (MathComp)
○ Surfaces a hidden, systematic bias: directional drift

✓ Axis 2: Premise Integrity (MultiHoax)
○ Pushes robustness deeper: multi-hop false premises

✓ Orthogonal but complementary failures in reasoning

✓ Enabling multidimensional robustness analysis
○ MathComp: framing style × position × domain × demographic
○ MultiHoax: premise type × domain × country



MathComp MultiHoax


