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Numerical Reasoning

● Scaling

Source: Jason Wei et al. 2022b. Chain of thought prompting elicits reasoning in large language models.

https://arxiv.org/abs/2201.11903


End-to-End Reasoning in Downstream Applications 

● Dataset Creation

● Evaluation

● Improvement with less than enormous models 



SciGen: a Dataset for Reasoning-Aware 
Text Generation from Scientific Tables

Creating a dataset for end-to-end reasoning

Nafise Sadat Moosavi Dan Roth Iryna GurevychAndreas Rücklé



SciGen: Task Definition

ellipsis 
(Inflection)

ellipsis 
(VP)

Baseline 53.0 28.4

concat 76.2 76.6

CADec 72.2 80.0

Caption: Accuracy on ellipsis test set.

Input: scientific tables
Task:  describing findings of the table by 
performing arithmetic reasoning over its 
content
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Data Collection

● Annotation by authors
○ Computer Science articles from arXiv.org 

● Data cleaning 



Data Collection

➹ High quality

➷ Does not scale to large training data sizes 

➹ Using LaTeX sources to automatically extract 

table-description pairs



Data Collection

“xxtablexxanchor-S3T2 Table 2: Impact of using 
coverage for improving generalization across ...”

“Table xxref-S3T2 shows the performance for 
both systems for in-domain …”



Data Collection

“xxtablexxanchor-S3T2 Table 2: Impact of using 
coverage for improving generalization across ...”

“Table xxref-S3T2 shows the performance for 
both systems for in-domain …”

+ Rule-based post-pruning 



SciGen 



Experiments

 Baselines

 BART-large, T5-large



Experiments

● Automatic Evaluation
○ BLEU, METEOR, BertScore, MoverScore, BLEURT

● Human Evaluation
○ Recall, Precision, Correctness, Hallucination 



Results: Automatic Metrics
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Results

 Generated descriptions 

 Fluent

 Look like valid descriptions

 But contain factually incorrect or irrelevant facts wrt table contents



Challenges

 Generated descriptions 

 Fluent

 Look like valid descriptions

 But contain factually incorrect or irrelevant facts wrt table contents

Requires better evaluation 
metrics

Requires generation models 
with better reasoning skills



Questions?

● SciGen: a new dataset to enable end-to-end arithmetic reasoning in text 

generation

● Challenges

○ Evaluation metrics 

○ Reasoning-aware models 

                                           https://github.com/UKPLab/SciGen 

https://github.com/UKPLab/SciGen


Arithmetic-Based Pretraining Improving 
Numeracy of Pretrained Language Models

Improving end-to-end arithmetic reasoning

Nafise Sadat Moosavi Iryna GurevychDominic Petrak



Numerical Reasoning

● Specialized architectures
● Pretraining from scratch

Source: Geva et al (2020). Injecting Numerical Reasoning Skills into Language Models
Herzing et al (2020). TaPas: Weakly Supervised Table Parsing via Pre-training

https://aclanthology.org/2020.acl-main.89.pdf
https://aclanthology.org/2020.acl-main.398.pdf


Our Approach

● Improved number representation
● Specialized extended pretraining step



Number Representation

● Commonly used tokenizations are based on the frequency of patterns 
○ Byte Pair Encoding (Sennrich et al., 2016) or WordPiece (Wu et al., 2016) 

○  0.72 and 0.73 

■ [0, ., 72] and [0, ., 7, 3]

● This is not suitable for numbers!



Number Representation

✓ Making the semantic representation of numbers independent of the 
underlying tokenization

○ Using different tokenization algorithms

■ Byte-pair encoding 

■ Character-level embeddings

○ Using contrastive learning

■ Learning a similar representation for different tokenizations of the same number
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○ Masked work prediction pretraining does not target arithmetic reasoning



Arithmetic Reasoning

✓ An extended pretraining step focusing on arithmetic reasoning
○ Masked work prediction pretraining does not target arithmetic reasoning

✓ The Inferable Number Prediction Task



Inferable Number Prediction

Model F1 Score Accuracy

Our 
Approach

76.58 88.55

Baseline 65.78 74.32

DROP
SciGen



Extended Pretraining

Combining the contrastive loss and the Inferable Number Prediction Task 



Evaluation

● Tasks
○ Reading comprehension (DROP)



Evaluation

● Tasks
○ Inference-On-Tables (InfoTabs)



Evaluation

● Tasks
○ Data-to-text (SciGen, WikiBIO)



Evaluation

● Models

○ BART-large (406M)
○ T5-base (220M)
○ FLAN-T5 base (220M)



Results



Out-of-domain Pretraining



Questions?

● Promising results in various downstream tasks

○ Using an extended pretraining step
○ No need to an architecture change
○ No scaling
○ No additional annotated data



FERMAT: An Alternative to Accuracy for 
Numerical Reasoning

Better evaluation

Jasivan Sivakumar



Problem

Measuring the performance using a single score

● What are the shortcomings and strengths?
● Where to go from here?



Problem

Measuring the performance using a single score

● What are the shortcomings and strengths?
● Where to go from here?

Flexible Evaluation set for 
Representing Multi-views 

of Arithmetic Types

FERMAT

Evaluates models on:
● Number Understanding
● Mathematical Operations
● Training Dependency



Number Understanding 

A Euro is 5 yens. How much is 25 Euros?



Number Understanding 

A Euro is 5 yens. How much is 25 Euros?

● Same numbers different formatting
○ A Euro is five yens. How much is twenty five Euros?
○ A Euro is 5.0 yens. How much is 25.0 Euros?

● Commuted
○ A Euro is 25 yens. How much is 5 Euros?



Number Understanding 

A Euro is 5 yens. How much is 25 Euros?

● Same digits different numbers
○ A Euro is 0.5 yens. How much is 2.5 Euros?
○ A Euro is 5000 yens. How much is 2500 Euros?



Number Understanding 

A Euro is 5 yens. How much is 25 Euros?

● Different number ranges
○ 2, 3, or 4 digit integers

■ A Euro is 886 yens. How much is 621 Euros?

○ Integers less than 1000
■ A Euro is 319 yens. How much is 26 Euros?

○ Integers greater than 1000
■ A Euro is 2132 yens. How much is 8146 Euros?

○ Decimals
■ A Euro is 73.9 yens. How much is 9.4 Euros?



Mathematical Operations



Training Dependencies

● Exact: all the numbers and operations are seen during finetuning

○ A Euro is 5 yens. How much is 25 Euros? 
○ Each apple costs 5 cents. How much do 25 apples cost?

● All Numbers: all the numbers are seen

● Number & Operation: at least one number and operation

● One Number



Zero-shot Evaluation



Zero-shot Evaluation



Finetuning

200K examples from 100 templates written by math teachers



Training Dependency



Impact of training data

● Zero-shot
● Base (200k)
● Base scaled (200k+100k)
● Base diversified (200k+100k)



Conclusions

● Enable learning & evaluation

○ Creating datasets for end-to-end reasoning
○ Designing proper evaluation metrics

● Improving end-to-end arithmetic reasoning

○ Better number understanding
○ Specialized (extended) pretraining objectives
○ Language diversity 



Questions?


