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A LM should be able to do 
(5464327865 * 7685439872) /76

A LM doesn’t need to do any math, 
give them a calculator

LMs and Numerical Reasoning



LMs and Numerical Reasoning

The average salary of software engineers in New 
York increased by 30% from 2020 to 2023.Claim:

The average salary of software engineers in 2020 in 
New York is $100,000.Evidence 1:

The average salary of software engineers in New 
York in 2023 is $120,000.Evidence 2:

((120,000-100,000)/100,00) * 100 = 20% 



LMs and Numerical Reasoning

A recent survey conducted in 2023 found that 65% of the 1,000 respondents 
preferred remote work over in-office work. In a similar survey from 2020, 50% of 
the 800 respondents expressed a preference for remote work. The increase in 
preference for remote work can be attributed to several factors, including the 
increased flexibility and the reduction in commuting time. The survey also 
revealed that the average weekly commuting time saved by remote workers was 
10 hours in 2023, compared to 8 hours in 2020.

Between 2020 and 2023, the preference for 
remote work increased from 50% to 65%. 
Additionally, remote workers saved 2 more 
hours on average in weekly commuting time 
in 2023 compared to 2020.



LMs and Numerical Reasoning

A company has sales data for the first quarter (Q1) of 2023 for its three main products: 

● Product A: 3,000 units sold, $150,000 revenue
● Product B: 2,500 units sold, $200,000 revenue
● Product C: 1,500 units sold, $90,000 revenue

Which product performed the best in terms of revenue per unit?

Product B with $80 per unit



Improving Numerical Reasoning

More data

Larger models

Li et al., 2024. Common 7B Language Models Already Possess Strong Math 
Capabilities 

https://arxiv.org/pdf/2403.04706
https://arxiv.org/pdf/2403.04706


Improving Numerical Reasoning

More data

Larger models

Wei et al., 2022. Chain-of-Thought Prompting Elicits Reasoning in Large Language Models

https://arxiv.org/abs/2201.11903


Improving Numerical Reasoning

How about smaller models??



Improving Numerical Reasoning

How about smaller models??

What is it that we should improve??



FERMAT: An Alternative to Accuracy for 
Numerical Reasoning

Jasivan Sivakumar

Flexible Evaluation set for 
Representing Multi-views 

of Arithmetic Types

FERMAT

● Understanding numbers
● Inferring the underlying 

equation
● Performing math operations



Number Understanding 

Keep the context the same, change numbers

A Euro is 5 yens. How much is 25 Euros?



Number Understanding 

A Euro is 5 yens. How much is 25 Euros?

● Same numbers different formatting
○ A Euro is five yens. How much is twenty five Euros?
○ A Euro is 5.0 yens. How much is 25.0 Euros?

● Commuted
○ A Euro is 25 yens. How much is 5 Euros?



Number Understanding 

A Euro is 5 yens. How much is 25 Euros?

● Same digits different numbers
○ A Euro is 0.5 yens. How much is 2.5 Euros?
○ A Euro is 5000 yens. How much is 2500 Euros?



Number Understanding 

A Euro is 5 yens. How much is 25 Euros?

● Different number ranges
○ 2, 3, or 4 digit integers

■ A Euro is 886 yens. How much is 621 Euros?

○ Integers less than 1000
■ A Euro is 319 yens. How much is 26 Euros?

○ Integers greater than 1000
■ A Euro is 2132 yens. How much is 8146 Euros?

○ Decimals
■ A Euro is 73.9 yens. How much is 9.4 Euros?



Training Dependency

● Exact: all the numbers and operations are seen during finetuning

○ A Euro is 5 yens. How much is 25 Euros? 
○ If you have 5 packs of cookies and each pack contains 25 cookies, how many cookies do you 

have in total?

● All Numbers: all the numbers are seen

● Number & Operation: at least one number and operation

● One Number



Training Dependency

● Exact: all the numbers and operations are seen during finetuning

○ A Euro is 5 yens. How much is 25 Euros? 
○ If you have 5 packs of cookies and each pack contains 25 cookies, how many cookies do you 

have in total?

Inferring the underlying equation



Mathematical Operations



Understanding Numbers



Understanding Numbers

200K examples from 100 templates written by math teachers



Training Dependency



Inferring the Underlying Equation



Performing Math Operations



Enhancing Inference of Equations

Data Augmentation

● Zero-shot
● Base (200k)
● Base scaled (200k+100k)
● Base diversified (200k+100k)



Enhancing Inference of Equations

●

Yu et al., 2024. MetaMath: Bootstrap Your Own Mathematical Questions for Large 
Language Models  

https://openreview.net/forum?id=N8N0hgNDRt
https://openreview.net/forum?id=N8N0hgNDRt


Enhancing Number Understanding



Tokenization

● Traditional tokenization algorithms are optimized for common words
●  Numbers are not processed the same way as common words

1234               1234       infeasible, infinite vocab

1234                 12, 34     meaningless

1235                 1, 235 



Tokenization

Digit tokenization

1234               1234       infeasible, infinite vocab

1234                 12, 34     meaningless

1234                 1, 2, 3, 4



Digit Tokenization

✖ Model may have already learned good embeddings for frequent numbers

✖ Aggregating the overall embedding of a number given its digits

- Infinite combination of digits into integers, unlike common words



Digit Tokenization

✖ Model may have already learned good embeddings for frequent numbers

✖ Aggregating the overall embedding of a number given its digits

- Infinite combination of digits into integers, unlike common words

Can we benefit from combining BPE and digit 
tokenization?



Digit Tokenization

✖ Model may have already learned good embeddings for frequent numbers

✖ Aggregating the overall embedding of a number given its digits

- Infinite combination of digits into integers, unlike common words

Would explicitly incorporating a mathematically sound 
aggregation method benefit numerical reasoning?



Arithmetic-Based Pretraining: Improving 
Numeracy of Pretrained LMs

Iryna GurevychDominic Petrak



Contrastive Loss

● Using different tokenization algorithms
○ Byte-pair encoding, Character-level embeddings

● Using contrastive learning
○ Learning a similar representation for different tokenizations of the same number



Extended Pretraining

✓ An extended pretraining step focusing on arithmetic reasoning
○ The Inferable Number Prediction Task



Inferable Number Prediction

Model F1 Score Accuracy

Our 
Approach

76.58 88.55

Baseline 65.78 74.32

DROP
SciGen



Extended Pretraining

Combining the contrastive loss and the Inferable Number Prediction Task 



Evaluation

● Tasks
○ Reading comprehension (DROP)



Evaluation

● Tasks
○ Inference-On-Tables (InfoTabs)



Evaluation

● Tasks
○ Data-to-text (SciGen, WikiBIO)



Evaluation

● Models

○ BART-large (406M)
○ T5-base (220M)
○ FLAN-T5 base (220M)



Results



Out-of-domain Pretraining



Digit Tokenization

✖ Model may have already learned good embeddings for frequent numbers

✖ Aggregating the overall embedding of a number given its digits

- Infinite combination of digits into integers, unlike common words

Would explicitly incorporating a mathematically sound 
aggregation method benefit numerical reasoning?



How to Leverage Digit Embeddings to 
Represent Numbers?

Jasivan Sivakumar

247 2 4 7[F] [/F]

247 2 4 7[F] [/F]AGG



Aggregation

Weighted sum of digits embeddings 

1. Reserve embeddings of single-digit numbers

2. Increasing weights based on digit positions

22 * 2      21 * 4    20 * 7         ∼     100*2 + 10*4 + 7



Aggregation

Weighted sum of digits embeddings 

1. Reserve embeddings of single-digit numbers

2. Increasing weights based on digit positions

3. Regularization

 Normalised triangular number sequence



Intrinsic Evaluation

- Distinguishing between distinct numbers

- Mirroring the natural numerical order



Intrinsic Evaluation

F1 for natural k-Nearest Neighbours vs embedding k-Nearest Neighbours

- Distinguishing between distinct numbers

- Mirroring the natural numerical order



Intrinsic Evaluation

F1 for natural k-Nearest Neighbours vs embedding k-Nearest Neighbours

- Distinguishing between distinct numbers

- Mirroring the natural numerical order



Incorporating Aggregation in LMs

Input embedding

247 2 4 7[F] [/F]

247 2 4 7[F] [/F]AGG

Output loss



Incorporating Aggregation in LMs

Input embedding

247 2 4 7[F] [/F]

247 2 4 7[F] [/F]AGG

Output loss

Model- and task-agnostic Model-agnostic, task-specific



Incorporating Aggregation in LMs



Other Potential Applications

Godey et al., 2023. Headless Language Models: Learning without Predicting with 
Contrastive Weight Tying 

pooler

Fixed sentence 
embedding

Contextualized 
embeddings

https://arxiv.org/abs/2309.08351
https://arxiv.org/abs/2309.08351


Conclusions

● Numerical reasoning remains an open challenge for LMs

● Fine-grained evaluations can better identify future directions

● Improving numeric understanding: open challenge and promising direction

○ Designing better aggregation methods

○ Using more direct signals to enhance the learning of aggregations



Questions?


